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Introduction 

In the world today, data is a form of power. Data has been used in scientific research to advance 

medical discovery, in crisis response to direct resources to communities in need, and in analysis 

and evaluation settings to provide evidence of programmatic success (or failure). But far more 

often, data has been used to discriminate, police, and surveil. Perhaps most famously, Amazon 

was required to scrap its automated first-round resume-screening system when it was 

discovered to have down-graded the resumes of women applicants (Goodman 2018). In the 

United States, fears about the restrictions recently placed on abortion access–the result of the 

rollback of Roe v. Wade–have led to widespread calls for women and girls to delete all 

menstruation data from their health-tracking apps (Garamvolgyi 2022). And advocacy by the 

Algorithmic Justice League has called attention to the global risks of facial recognition software 

when employed by both corporate and state actors, particularly risks to Black and brown women 

and to nonbinary people, for whom the software performs particularly poorly while 

simultaneously being subject to disproportionate monitoring and surveillance (2022). The 

interrelated and intersectional harms brought about by these data-driven systems can be traced 

to the fact that the power of data is currently wielded unequally. More specifically, it is 

corporations, governments, and other well-resourced institutions–institutions that represent 

the values and views of those in positions of power–who have the ability to design and deploy 

these data systems, while those whose lives and livelihoods are most dependent on the output of 

these systems remain absent from any conversations about their potential uses or potential 

harms.  

 

We write as a multiracial pair of cisgender women data scientists, living in the US South, in the 

Global North. Our formal training spans the digital humanities (Klein) and computer science 

(Marshall). Both of us employ data science techniques in our research and teaching. We have 

also each written books: Data Feminism (Klein, coauthored with Catherine D’Ignazio, MIT 

Press, 2020), and Data Conscience (Marshall, Wiley, 2022). These books draw from the long 

history of intersectional feminist organizing and critical thought, and broader social movements, 

in order to propose a pair of frameworks for rebalancing and redistributed the unequal power 

relationships that currently structure the field of data science. These frameworks can be applied 

to the entire lifecycle of data science research, from the communities involved in the initial 
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phases of research ideation; to the categories of data collection and the context that surrounds 

any particular dataset; to questions of transparency and accountability that surround any 

particular data analysis; to the governance required to ensure that any output of a data-driven 

project are appropriately put to use. In short, we believe that it is possible to leverage data 

science to advance gender equity, but only if that data science and the research and actions that 

it enables are ethically and intentionally envisioned from the start.  

 

In what follows, we draw from Data Feminism and Data Conscience in order to provide a short 

account of the major problems that exist with standard approaches to data science, particularly 

as they relate to data science involving women and girls; a framework–equal parts conceptual 

and practical–that can help structure interventions into these problems; and a set of technical 

and policy recommendations for governments and other agencies seeking to enable these 

interventions. Throughout, we interweave examples of current data science projects that 

demonstrate how this framework can be operationalized in the world.  

 

Research Foundations  

Our research in Data Feminism and Data Conscience builds on the foundational work of critical 

data studies scholars such as Safiya Noble, whose Algorithms of Oppression (NYU Press, 2018) 

shone a light on the racism and sexism encoded in data systems as pervasive as Google search 

results; Meredith Broussard, whose Artificial Unintelligence (MIT Press, 2018) punctured the 

myth that computers could take over for human decision-making, particularly when accounting 

for underrepresented groups; and Mary Gray and Siddharth Suri’s Ghost Work (HarperCollins, 

2019) which exposed the global underclass of tech workers who keep our data-driven systems 

afloat. We also place our work in dialogue with more recent contributions to this space, 

including Paola Ricaurte’s “Data Epistemologies, the Coloniality of Power, and Resistance” 

(2019), which calls attention to the colonial pathways reinscribed by technical infrastructure; 

Ruha Benjamin’s Race After Technology (Polity, 2020), which names phenomenon by which 

data systems accelerate racism and discrimination as “the New Jim Code”; and Wendy Chun’s 

Discriminating Data (MIT Press, 2021), which traces the ways by which contemporary data 

analysis methods amplify racism, misogyny, and dis/misinformation to their historical roots.  

 

We also draw from technical research, including work by Joy Buolamwini and Timnit Gebru on 

the disparate performance of gender recognition software on pale vs. dark skin tones, as well as 

their attention to the potential for harm of gender and facial recognition software more 

generally (2018); on Os Keyes’s further exploration of the harms of automated gender 

recognition for trans and nonbinary people (2018); on Abeba Birhane et al.’s work on the values 

more broadly encoded in machine learning research and the values that are not (2021) and on 

the limits of participatory models for data science and AI development (2022); Birhane’s 

additional work on the “algorithmic colonization” of the African continent (2020); Kotaro Hara 

et al. (2018) and Carlos Toxtli et al.’s (2021) investigations into the extractive labor associated 

with cultural data work; and Inioluwa Deborah Raji et al. on the limits of benchmarks (2021) 

and audits (2019, 2020, 2022) for keeping data systems in check. Taken together, these papers 

affirm the inadequacy of existing approaches to ethical data science, particularly with respect to 

gender equity.  
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But in exposing the gaps in these approaches–both in terms of who is included (or not) in 

envisioning this work and in terms of how the work is itself envisioned–this research points the 

way to alternative frameworks that might better leverage data science to advance gender equity 

and gender justice more broadly. In what follows, we elaborate one such framework that derives 

from our own research.  

 

A Social Justice Framework for Leveraging Data Science to Advance Gender Equity 

Data Feminism advances a way of thinking about datasets, data systems, and data science that 

is informed by the rich history of feminist activism and feminist critical thought. In Data 

Conscience, Marshall calls out the lackadaisical attitude in implementing transparency, 

accountability, and governance in data systems and imposes a blunt call to action. Together, our 

books offer conceptual and practical guidelines that, when unified into the set of guidelines 

elaborated below, can be leveraged to advance gender equity with data science.   

 

1. Recognize how gender equity is about more than women and more than gender 

The goal of achieving equality for people of all genders requires a commitment to examining the 

root causes of the inequalities that women and girls, and other gender minorities, face today. 

With this in mind, it is important to underscore that gender equality is about more than women; 

it takes more than one gender to have gender inequality and more than one gender to work 

toward justice. Furthermore, achieving gender equality involves attending to more than gender; 

intersectional feminists like Kimberlé Crenshaw, bell hooks, and the Combahee River Collective, 

have taught us how race, class, sexuality, ability, age, religion, geography, and more are factors 

that work together to influence each person’s experiences and opportunities in the world. 

Intersectional feminism also teaches us that these experiences and opportunities (or the lack of 

opportunities, as the case may be) are the result of larger structural forces of power, which must 

be challenged and changed. And because the power of data is currently wielded unequally, it 

must be challenged and changed as well. 

To this end, we choose to employ the term “equity” over “equality” in this paper. The difference 

between equity and equality is that equality is measured from a starting point in the present, 

with resources and/or punishments measured out according to what is happening now. But this 

approach of equal resource allocation means that those who are ahead in the present will go 

even further, achieve even more, and stay on top, whereas those who start out behind will find it 

difficult to catch up. Working toward a world in which everyone is treated equally means taking 

present power differentials into account and distributing (or redistributing) resources 

accordingly. This is an equity approach. Equity is much harder to model through data-scientific 

methods than equality, as it needs to take time, history, and differential power into account, but 

it is not impossible.  

This difficulty also underscores the point that a broad formulation of “ethics” (of data collection, 

data science, or in people) is not a strong enough concept in which to anchor ideas about gender 

equity. We must instead adopt an justice-oriented approach, one which looks to understand and 

design systems that intervene in the root cause of gender inequality: unequal power and the 

structural forces that produce and maintain it. For broader evidence of this shift, we might look 
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to the expansion of DEI (diversity, equity and inclusion) efforts to JEDI (justice, equity, 

diversity and inclusion). For example, the J.E.D.I. Collaborative works to dismantle barriers 

within the natural products industry through a justice-oriented approach. They are also 

developing resources and toolkits to help mitigate microaggressions, bias, and marginalization 

tactics. This is not to say that a shift in name is always matched by a shift in action, as Sasha 

Costanza-Chock has observed (2020). Rather, we include this discussion to underscore the 

importance of continually evaluating the concepts that structure our work so that its impact is as 

substantive and transformative as it can be–and is in fact required if we are to ever hope to 

address the full extent of the injustices that we face today.   

2. Identify how unequal power impacts research data and research questions 

 

We see the unequal balance of power with respect to data science consistently play out in 

decisions about what research data to collect, and what research to undertake on the basis of 

that data. The Nigerian-American artist Mimi Ọnụọha has a project, The Library of Missing 

Datasets, which calls attention to how the interests of the powerful–corporations, governments, 

and the like–are what determine which issues are addressed via data science and which issues or 

not. “That which we ignore reveals more than what we give our attention to,” Ọnụọha explains. 

“It’s in these things that we find cultural and colloquial hints of what is deemed important. Spots 

that we've left blank reveal our hidden social biases and indifferences” (2018). 

 

But the issue of missing data is not only the subject of artistic inquiry; it can also be very real. 

The example of maternal mortality in the United States underscores this point. On the one hand, 

corporations like Target have famously directed internal data-scientific research efforts towards 

predicting whether a customer is pregnant or not, with a goal of profiting off of their increased 

pregnancy and baby purchases (Hill 2012). While on the other hand, hospitals have chosen not 

to maintain a national tracking system for data about whether those same pregnant people are 

actually surviving childbirth–particularly Black and brown women, for whom maternal 

mortality remains an outsized risk (SisterSong et al. 2014). This stands in contrast to issues like 

heart attacks and hip replacements, for which such systems have long been in place (Young 

2021). The reason for this lack of data points back to the structural imbalance of power with 

respect to data collection. In the United States, women remain underrepresented in the field of 

data science, as they do at the highest levels of corporate and medical leadership–and women of 

color even more so (Mangurian et al. 2018). While women, and particularly Black and brown 

women, have consistently reported their own experiences of poor maternal healthcare; myriad 

families have experienced the tragic loss of loved ones; and grassroots advocacy groups have 

long organized around the issue of maternal mortality, those who directly control the 

mechanisms of data collection have not identified the issue of maternal mortality as an issue 

worth of prioritizing. “Our maternal data is embarrassing,” stated Stacie Geller, a professor of 

obstetrics and gynecology at the University of Illinois, when asked for comment. The chief of the 

CDC’s Maternal and Infant Health branch, William Callaghan, makes the significance of this 

“embarrassing” data more clear: “What we choose to measure is a statement of what we value in 

health,” he explains (Field and Sexton 2017). We might edit his statement to add that it’s a 

measure of who we value in health, too. 
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In the opening chapter of Data Feminism, D’Ignazio and Klein argue for the importance of 

asking three “who questions” (Muller 2011) about power in data science: Data science for 

whom? Data science by whom? and Data science with whose interests and goals in mind? 

When asked about the datasets, models, and other data projects related to questions of gender 

justice (or the lack thereof), these questions help to expose how the terms of data collection–

and, in turn, the research questions that those data might help to answer–are not aligned with 

those who stand to benefit the most from that research.  

 

3. Ensure meaningful and inclusive categories of data collection  

 

The power imbalances that determine which data are collected and which data are not carry over 

into the categories of data collection as well. In the United States, women were wholly excluded 

from medical trials until 1993–the result of gender bias as well as concerns over fertility and 

reproduction as well as that women’s fluctuating hormonal levels would confound any particular 

trial’s data. This has resulted in generations of medical research that presumes that there are no 

meaningful sex differences in terms of prevalence of illness, response to treatment, severity of 

outcomes, etc. (Liu and Major 2017). Even today, most trials still only consider cisgender 

women, tracking gender data in binary form (Hodshire 2022). But gender, as we know, includes 

more than two genders, and for true gender equality to be achieved, we must ensure categories 

of data collection that account for gender beyond the binary.   

 

The lessons associated with accounting for gender beyond the binary, and with including gender 

among the categories of data collection, extend far beyond medical research. There is a gender 

component to most social issues, and yet gender data is very often not considered as core to the 

issue being explored. The author Caroline Criado-Perez has memorably documented how, in 

Sweden, choices in the routes taken by snow-plows result in disparate outcomes for women 

(2019). The explanation is as follows: when roads are cleared before sidewalks, benefits accrue 

to people who drive vs. people who walk; and because the majority of people who drive are men 

communing to work, while the majority of those who walk are women–often traveling with 

small children–and because a significant number of accidents among pedestrians occur in the 

snow, the decision to prioritize clearing roads vs. sidewalks and bike paths resulted in women 

experiencing 69% of all pedestrian injuries, even as they represent only half of the population. 

Examples like this demonstrate how structural inequalities with respect to gender are 

manifested in unexpected ways, and collecting gender data even in settings where it might not 

seem immediately relevant may turn out to have significant explanatory or statistical power in 

the end.  

 

At the same time, it is important to remain aware of what D’Ignazio and Klein name the 

paradox of exposure: the double bind that places those who stand to significantly gain from 

having data about their lives officially collected in the most danger from that same collection (or 

classifying) act. Women and gender minorities, when outliers in the dataset, are often made 

vulnerable due to their small sample size. In these cases, the best approach may be to collect 

data in multiple categories, but aggregate the data when reporting sensitive results.  

  

4. Include impacted communities in the design phase of any data science project 
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Another crucial component of ensuring that the appropriate data is collected in the appropriate 

categories–and that the appropriate questions are being asked–is to include impacted 

communities as full research partners in any data science project. No one would argue with the 

fact that community members themselves possess what Anita Gurumurthy, executive director of 

IT for Change, has called “the empiricism of lived experience” (2018). This knowledge about 

how things truly are is essential to ensuring that any particular data science project is 

intervening in an appropriate and invited way.  

 

In Data Feminism, D’Ignazio and Klein describe this approach as embracing pluralism, with the 

underlying premise being that we can gain better, more detailed, more accurate, and ultimately 

more truthful knowledge if we pool together a wide range of perspectives, especially the 

perspectives of those who are most directly impacted by the issues at hand. We can see the 

benefit of this approach in the work of the advocacy group Pollicy, which embraced pluralism 

when seeking to understand how sub-Saharan African feminist movements employed data in 

their work (2021). Pollicy took a mixed-methods approach that included qualitative as well as 

quantitative research, and that centered the experiences and expertise of the feminist organizers 

themselves. The research team began by interviewing key stakeholders across twenty countries, 

and used the knowledge gained through those interviews to structure a series of focus groups in 

which larger groups helped to imagine enhancements to their data collection, data management, 

and data privacy needs.  

 

Participatory design processes such as these can help to ensure that any data-scientific research 

that is undertaken is directed towards the issues and opportunities that are desired by 

communities themselves. While participatory processes may involve more time at the outset to 

organize and establish trust, the end result is more effective, as it reduces the possibility of 

unnecessary research questions that do not address the real issues being experienced on the 

ground, as well as the potential harm brought about by unwanted interventions. 

 

5. Attend to the context of any dataset or data project  

 

A complement to incorporating participatory processes into the data science research design 

process is to attend to the broader context–social, political, and historical–of the data being 

collected and/or analyzed. The world has seen the importance of context play out with respect to 

the data on Covid-19. Almost every country has been releasing data on the number of cases, 

fatality rates, the percentage of the population affected, and so on. Yet each country’s data is 

subject to the particular conditions of its collection. How many tests are conducted in each 

country, which sub-populations are being sampled, and how truthful are the countries being in 

reporting their numbers, are only some of the questions being asked in order to understand the 

uncertainty surrounding the numbers.  

 

Another example underscores the importance of considering the context surrounding the data 

as it relates to women and girls: the issue of sexual assault. As has long been documented, these 

data are consistently plagued by both underreporting and misrepresentation– underreporting 

the result of social stigma and concerns over retaliatory action, and misrepresentation the result 
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of institutions with much to lose, in terms of both profit and reputation, should the data reflect 

reality. As information studies scholars Lisa Gitelman and Virginia Jackson have memorably 

explained, the idea of “‘raw data’ is an oxymoron” (2013). Data always enter into research 

projects “fully cooked”—the result of a complex set of social, political, and historical 

circumstances. Attending to the context of any particular dataset leads not only to more accurate 

and more truthful data analysis, but also helps to ensure the efficacy and appropriateness of any 

intervention developed in response to that analysis. The approaches documented in “Datasheets 

for Datasets” (Gebru et al. 2021) and “Model Cards for Model Reporting” (Mitchell et al. 2018) 

offer two possible approaches to ensuring that the context of any particular dataset remains 

attached to that data as it travels through the analysis pipeline and into the world.  

 

6. Codify transparency for sustained accountability  

 

Shifting the focus from the context surrounding the data associated with a data science project 

to the impact of the analysis that is enabled by that data points to the additional need for 

transparency. The goal of transparency is to reveal the outcomes and impact of the data, code, 

algorithms and systems by companies, organizations and groups. Increasing numbers of data 

and tech professionals are questioning the nature of their work and calling for more strategies to 

prevent digital harms and audit current platforms.  

 

One way is to broaden how we understand the idea of “bias,” a term which has become a 

shorthand for a multiplicity of algorithmic harms. In Data Conscience, Marshall proposes that 

we expand our focus from siloed instances of bias to the “bias wheel,” a model in which we 

account for the cascading effects of human bias, business bias, data bias and algorithmic bias on 

data systems and across communities. For example, the CoNLL-2003 dataset has served as a 

benchmark for natural language processing (NLP) performance and other text analysis 

techniques ever since. The dataset consists of Reuters news stories between August 1996 and 

August 1997. There are 1,393 English-language articles and 909 German-language ones. These 

articles were written by mostly white men on topics championed by other white men, and has 

perpetuated racial and gender oppression (Field 2020). In other words, human bias manifested 

itself into data and algorithmic bias with cascading impacts to how business practices have 

marginalized or excluded non-male voices in their products. Given our knowledge of these 

multiple dimensions of bias, it’s time for the dataset to be retired.  

 

Actions like these can be further supported by emphasizing a concept related to accountability, 

reflexivity: the ability to reflect on and take responsibility for one’s own position within a world 

constituted by unequal power. Valuable work in this space comes from academic researchers 

(see “Research Foundations” above). But even within Big Tech, there is evidence of an 

increasing sense of reflexivity among employees for their role in creating harmful data systems. 

Employees have pushed back against Google’s work with the Department of Defense (DoD) on 

Project Maven, which uses AI to improve drone strike accuracy; Microsoft’s decision to take 

$480 million from the Department of Defense to develop military applications of its augmented 

reality headset HoloLens; and Amazon’s contract with US Immigration and Customs 

Enforcement (ICE) to develop its Rekognition platform for use in targeting individuals for 

detention and deportation at US borders. This pushback led to the canceling of the Google and 
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Microsoft projects, as well as political consciousness raising across the tech sector, as evinced by 

the recent creation of the Alphabet Workers Union. 

 

7. Hold institutions accountable for the harms and failures of data-driven systems 

 

Accountability–or, the act of holding institutions responsible for the consequences when their 

AI system fails–would seem to be an easy principle to endorse and adopt. But the conundrum 

lies in the limitations of data inside a digital structure (see #5, on context, above). Working with 

data necessarily involves stripping the data of its context in some way, whether the data consists 

of text, audio, image or media:  

■ When we have TEXT, we lose the context of the messenger’s tone 

■ When we have AUDIO, we lose the context of speaker’s body language 

■ When we have a STILL VISUAL, we lose the description or story behind the creation of 

that visual 

■ When we have MEDIA, we can’t include our other senses to heighten the experience (like 

smelling a dish made on a cooking show)  (Marshall, p.145) 

Organizations like the Algorithmic Justice League, the Distributed Artificial Intelligence 

Research Institute (DAIR), and Hugging Face are attempting to build data-driven systems with 

accountability at their core. But accountability isn’t sustainable without effective external 

incentives.  

 

8. Prioritize equity through regulation and governance  

 

Put simply: institutions cannot enforce accountability on their own. We also need regulation and 

governance that prioritizes the administration of equity and decency. In the United States, we 

have some form of data privacy legislation in most states, although it remains uneven (Lively 

2022). There is also no shortage of new policy ideas, including the proposed American Data 

Privacy and Protection Act (2022), the state-level California Consumer Privacy Act (2018), the 

revised proposed Algorithmic Accountability Act (2022) at the federal level, and legal 

frameworks for algorithmic destruction (Li 2022). These policy ideas follow from the EU’s 

General Data Protection Regulation, first introduced in 2016; its Artificial Intelligence Act, 

proposed in 2022; and the European Commission’s Ethical Guidelines for Trustworthy AI 

(2021), which are among the broadest and most visible examples of what government-enforced 

regulation can provide. 

 

But the reality is that corporations will not “do better” without additional external incentives 

and consequences. Irresponsible, unethical, inequitable corporations must be penalized by 

taking their profits, destroying their algorithms, and deleting their ill-collected data. Marshall 

makes several specific recommendations along these lines: crafting a legal framework for 

companies to be prosecuted for malcoding and serving as bad-faith data brokers, creating 

actionable methods for algorithmic destruction, and enforcing change through impact 

assessment. 
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Even still, governance is not enough on its own. Policies must themselves remain accountable to 

the people they aim to protect. There will always be a role for community engagement, political 

organizing, and formal and informal protest in keeping governments accountable to themselves 

and to all of the communities they vow to serve. 

 

9. Acknowledge emotional labor as a key component of data-scientific work 

 

Finally, it is important to acknowledge that data science, like all work in the world, depends 

upon the labor of numerous people--and not only technical labor but emotional and affective 

labor as well. One example that underscores the range of forms of labor involved in data-

scientific work is the work currently being undertaken by feminist activists around the world to 

compile the otherwise missing datasets that can document the issue of feminicide–or, gender 

based killings of women and girls. This work takes time–for example, María Salguero, a Mexico 

City-based activist, has been working several hours per day since 2016 to compile her own 

dataset of feminicides in Mexico. Salguero’s efforts have resulted in the single largest dataset of 

these types of crimes in that country–a dataset that has been employed to help families locate 

loved ones, as well as journalists, NGOs and the Mexican Congress.  

 

But Salguero’s labor extends beyond narrow definitions of data work. The act of compiling the 

data on such traumatic events involves emotional labor as well, as the Data Against Feminicide 

project learned after interviewing Salguero and other feminist activists across Latin America, the 

Caribbean, and beyond who are engaged in similar efforts (D’Ignazio et al. 2022). This 

emotional labor exacts a cost, as has been reported in accounts of the psychological and physical 

toll on people who work in content moderation (Newton 2019). In the case of the anti-

feminicide activists, this emotional labor also holds positive value, as it enables the activists to 

honor the women and girls who have been killed as they register their lives and deaths as data. 

But in order for these activists to continue this crucial work, it must be named as such and 

valued accordingly, both culturally and monetarily.  

 

More broadly, these forms of cultural and commemorative data work have become the forms of 

labor on which data science increasingly depends, especially data science aimed at achieving 

gender equity. As such, it is our work as data scientists and data activists, researchers and 

policymakers, to ensure that this labor is properly respected, compensated, and named.    

 

Recommendations  

We are not the only ones to have observed that mainstream data practices require significant 

revision if they are to be leveraged to achieve gender justice. In the guidelines outlined above, we 

have attempted to distill the core components of what a revised approach to data science might 

entail. In closing, we offer this set of recommendations to guide future work: 

 

● Prioritize equity over equality, justice over ethics  

● Acknowledge and account for how structural power impacts the creation of datasets and 

data systems   

● Include impacted community members as co-designers in any data science project  
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● Ensure meaningful and inclusive categories of data collection, aggregating and 

disaggregating categories to protect vulnerable populations as warranted 

● Acknowledge the context surrounding any dataset through documentation and other 

qualitative forms of information gathering    

● Codify transparency through meaningful audits, impact assessment, and individual and 

collective reflexivity  

● Hold institutions accountable for the failures and harms of data systems through forceful 

legal, financial, and technical consequences  

● Prioritize equity and justice through regulation and governance  

● Credit and compensate the range of forms of labor involved in data work  

 

These recommendations, together with meaningful community engagement, sustained public 

advocacy, and political organizing and protest, will enable us to chart a course towards achieving 

gender equity through data science.  
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